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2 Motivating example 2

10.

11.

12.

13.

Consider an example of a prosecutor (sender) trying to convince a judge (receiver) that a defendant is guilty.

» When the defendant is indeed guilty, revealing the facts of the case will tend to help the prosecutor’ case.

o When the defendant is innocent, revealing facts will tend to hurt the prosecutor’s case.

Can the prosecutor “structure” his arguments, selection of evidence, etc. so as to increase the probability of con-

viction by a rational judge on average?

There are two states of the world: the defendant is either guilty or innocent. The judge must choose one of two

actions: to acquit or convict.
o The judge gets utility 1 for choosing the just action (convict when guilty and acquit when innocent) and utility
0 for choosing the unjust action (convict when innocent and acquit when guilty).
o The prosecutor gets utility 1 if the judge convicts and utility 0 if the judge acquits, regardless of the state.

o The prosecutor and the judge share a prior belief 1o (guilty) = 0.3.

The prosecutor conducts an investigation and is required by law to report its full outcome.

We can think of the choice of the investigation as consisting of the decisions on whom to subpoena, what forensic

tests to conduct, what questions to ask an expert witness, etc.

We formalize an investigation as distributions (- | guilty) and ¢(- | innocent) on some set of signal realizations.

The prosecutor chooses g and must honestly report the signal realization to the judge.

If the prosecutor chooses a fully informative investigation, one that leaves no uncertainty about the state, the judge

convicts 30 percent of the time.

However, the prosecutor can do better. For example, he can choose the following binary signal {7, g} such that
q(g | guilty) = 1and (g | innocent) = 2.

(a) The first signal g leads to a posterior

po() -alg |-)
po(guilty) - q(g | guilty) + po(innocent) - q(g | innocent)

Hg = :u( | g) - = %&nnocent + %5guilty-



That is, the sender says “this person is guilty enough to convict™: After observing g and knowing the posterior
114> her optimal action is convict, and the expected utility is 3 (By default, we assume that optimal action is

convict once convict and acquit are indifferent).

Notice that the judge has probability % to choose an unjust action.

(b) The second signal i leads to a posterior

i = pl- i) = po(-) -q(i|-)
’ wo(guilty) - q(i | guilty) + po(innocent) - q(i | innocent)

= 5innocent-

That is, the sender says “this person is innocent”: After observing ¢ and knowing the posterior 1;, her optimal

action is acquit, and the expected utility is 1.

(c) Moreover, the probability of signal g is

3
Prob(g) = po(innocent) - q(g | innocent) + po(guilty) - q(g | guilty) = 0.7 x 7 +0.3x1=0.6,

and the probability of signal ¢ is Prob(i) = 0.4.
This leads the judge to convict with (ex ante level) probability 60%. The judge knows 70% of defendants are
innocent, yet she convicts 60% of them!

(d) Furthermore, she does so even though she is fully aware that the investigation was designed to maximize the
probability of conviction, or the investigation is unbiased.

The expected utility of the judge is 0.6 x 1 + 0.4 x 1 = 0.7. When there is no persuasion, the optimal action
of the judge is acquit, and the expected utility is also 0.7. That is, the optimal expected utilities of the judge

are the same. This equivalence can be formally stated as the following statement:
110(6) = Probl(g) - (0 | g) + Prob(i) - (6 | )

for 6 = guilty or innocent.

3 A model of Bayesian persuasion

14.

15.

16.

There is a sender and a receiver. The state space O is finite and the action space is compact. The sender and the

receiver share the (full support) common prior (-) on ©.

Receiver has a continuous utility function u,.(a, #), and sender has a continuous utility function u(a, 6).
W IR E S cheap talk £ i,
The special feature of the model is that the sender’s strategy is to pick an information structure (or information
disclosure rule),
« afinite set M of messages,
e amapping ¢: © — A(M).
Here, g(m | ) describes the probability that the receiver hears the message m when @ is the true state.

Note that the mapping ¢ can be induced by a joint distribution on states and messages.

FAAE-EREEHEAN (RERLEM. X5 cheap talk H Z 7,



17. The persuasion game works as follows.

(1) The sender selects the information structure (M, q).
(2) Nature picks the true state according to prior (.
(3) The information structure (M, q) generates a message m.

(4) Given the information structure, the receiver selects an action rule (what to do following any message).

The sender is potentially informed but can choose to commit to public information acquisition and disclosure.

Sender selects the A message m is drawn from distribution
information structure (M, q) q(0) and shown to receiver
t t > time
A state 0 is drawn Receiver chooses
from the prior po an action a

Figure 1: Timing
5 cheap talk /8 Lk, 1875 Bt /F 8 /N K . Bayesian persuasion # 7&K &5 5 K EALH A7, T cheap talk
&ﬁo
18. In equilibrium:

« The receiver’s action rule is a best response to the information structure (for each realized message). (%
MATH MG &M (A TH—ADRIAMNH L) B R,
After observing the sender’s choice of information structure (M, ¢) and a message realization m € M (drawn

by nature), the receiver forms the posterior s, (-) € A(©) via Bayes’ rule:

o(0) - q(m | 0)
Y orco to(0) -q(m | 6)’

Hm (9) =
and takes an action a(y,) € A to maximize her expected utility

E#m [ur(a,0)] Zum ) - up(a,B).
0€cO

EREE| KR T R TN EREM (M, q) UWEBEALIEHE me M J&, Ebor @t I+ AL %
BRJEIIEM i (-) € A(O), VABA BN EILZBA B K E,, [ur(a,0)], REEFERRTA a(um) € A
If there are multiple best actions, assume that the receiver picks one of the optimizers that maximizes the
sender’s expected utility E,, [us(a,0)] = D ycq tim(0) - us(a, 0).

o The sender selects the information structure (1M, ¢) to maximize her expected utility given the receiver’s re-
sponse. 44 FHR F AT H AN, Kkt FHFE BLEH B (M, q) DA KA By 312 2

Given an information structure (M, ), let

P(m) =7 q(m|0)-uo(6)

0€O

be the probability that message m is heard.

The sender’s ex ante expected utility is

Us(M,q) =Ep [Eu [us (&(um),Q)H = Z P(m) [ Z fim (0) - us (a(pm), 0)

meM 0co



Given the receiver’s action rule, the sender chooses the information structure (17, ¢) to maximize his expected
utility, 4 FER T WAT A AN, BN REBEAN (M, q) HEBHEMEE m WHEE P(m), B
BAME B AR LA UE W 1T i) 5 T K 37T DU 22 A5 3 08 AL B 3 20

19. Key assumption: The sender cannot distort or conceal information once the message is realized. 1 4% % 7 # & ¥

BRWEAN, —EHEBEA, KEFH REH b R Lo

20. We simplify the analysis further by noting that, without loss of generality, we can restrict our attention to a particular

class of information structures. Say that an information structure is straightforward if M/ C A and the receiver’s
equilibrium action equals the message realization. & —#t P, AT DUREE ARG A5 € LA W E &4
WME—HBENEEEM M CA B8RO HETHETHEN LA,

In other words, a straightforward information structure produces a “recommended action” and the receiver always

follows the recommendation. B 315 B4 @ F= & —A “®FETH", HEKF L 2ERBZEE,
21. Lemma: The following are equivalent:

(i) There exists an information structure with the expected utility u}.

(ii) There exists a straightforward information structure with expected utility u?.

MNERGNH R PO BoR REEA, 7L RATREE A A& “straightforward information structure”
_l:o

Proof. (1) By definition, (ii) implies (i).

(2) Given an information structure (M, ¢) with the expected utility u?, let
M*={me M | a(um) = a}foreacha € A.

(3) Consider an information structure (M, ¢') with M’ = A and

d(alO)= " a(m]0).

meMe
(4) Foreacha € A, we have

ur(a, po(6) - 3 ense a(m | 0) .
Z Ma T 0) bco 29’69 ,LLO(G/) ! Zm/EM'l Q(m/ | 0/)

0c©

ur(a,0)

1
= S @) e a8 2 @) 2 alm]0)-ur(a.0)

0c© meM®

1 ~
- Sorco ho(0) 3w enre a(m' | 0) Zﬂo Z (m ] 0) - ur(aptm), 9)

96@ meMa

1
S S S g 7] 2 ) X alm [6)-ur(a0)

6cO meM®e
= Y000
0cO

for each o’ € A. That is, a is an optimal response for the receiver to the realization a from ¢’.



(5) Sender’s expected utility under the new information structure is

V=Y Pla) [ D Ha(9) - us (aus,),0) ]

acA )
= Z P(a [Z pn(0) - us (a 0)]

acA )
— m meM* q(m ‘ 9) u.la
=2 (X 3 am1) ){égzbwouoe>zsza«mwws(’“
_ZZMO Z m|9us( (Mm)’e)

acAfecO meMa
= 3 P X pn0) e (ol 0) | = 010

meM 0cO

4  Simplified problem

22. Each message m induces a posterior belief ji,,, (-). Thus, an information structure (M, ¢) naturally induces a dis-

tribution over posterior beliefs: for each posterior y,

T(#) = Probu) = 7 Prod(m)= 3 D alm|0) - uo(®).

M = m: pim=p 0’'€cO

RWAlT, ERENTL2EETHRE.
« BT CHET MAREREREM . 3 R 5 KK
« BT RHRET ANEEREM pn, “100% KK

ANERENT—H, &8 HANBE SN E S mBiE -2 FREN u, WHEE 60%, T/ER4HE N
pn BBEE 40%—XBAE “HIABEREMNES" L — oA, HeEAERE MR T H MR,

B5 | BRI | B

RET I 0.6
“FEE" fin 0.4

Conversely, a distribution over posterior beliefs 7 € A(A(6)) is induced by an information structure (M, q) if
po(0) - q(m | 0)
Ze/e@ po(0) - q(m | 0")

support(7) = {ftm tmenm

T(p) = Z Z (m | 0" - po(0) for all p.

Cm=p 0'cO

wm (0) = for all # and m,

23. When both sender and receiver hold some posterior p, the sender’s expected utility is equal to

Us(k) = By [y (al1), 0)] = 37 1u(6) - ws (a1, )

0€c©



24.

25.

26.

27.

0 R R 7 #1646 ] Q’JF IAE M p, BT AR B HEWTITAE, receiver ¥ a(pn), [l B sender 41 %n 38
receiver ¥ 1F a(p). XA, sender A v — W A9 & B &£ 0— WG % 2 oy E RN o Rt

Since sender’s and receiver’s beliefs coincide, the sender’s utility from any distribution of posteriors 7 (induced by

some information structure) is

U.(7) = B0 = B [B [ (a0 0)] | = 30 7| 3 ut#) 0. a0 0)

pEsupport(T) 0€O

EF—%, T “BREN LWEN 7, sender ¥iT B S Z 0 - FNEREN o B AWBEE E
T(w), B p A REBA Us(w)o

A distribution of posteriors 7 is Bayesian plausible if the expected posterior probability equals the prior:

E.u= > 1) p=po

pEsupport ()

That is, the “average” belief must be equal to the prior.

AL, EZRELREAE BRZAT, AFHERIE S RAEBEA
Prob( 4% ) Prob( &3 | 74 %) + Prob(## ) Prob(f 3 | #%) =04 x 0+ 0.6 x 1 =0.3

5 e de R SRR — B

Clearly, if 7 is induced by an information structure (M, q), then 7 is Bayesian plausible.

For each 6,

Y 7)) > Yo > am]8)-pol8) - ul6)

pEsupport(T) pEsupport(7) m: pm=p 0'€O

= > Y alm]8)-po(8) = po(6)

pEsupport(T) M fim =

Proposition: The following are equivalent:

(i) There exists an information structure (M, ¢) such that the expected utility Us (M, q) is u?.

(ii) There exists a Bayesian plausible distribution of posteriors 7 such that the expected utility Us(7) is u?.

HANGE RN F A3 — P AT 3K information structure, %5t 3K distribution of posteriors.



Proof. (1) Given an information structure (M, ¢), let 7 be the distribution of posteriors induced by (M, ¢). Then

S| S ue)- e i60.0)|

pEsupport(T) 0eO

= > [ > Zq(m9’)~uo(9’)}~{Zu(e)ms(a(u),e)

pEsupport(T) ~m: pm=p §’'€O 0cO

- Z Z Z Z q(m [ 0') - 1o(0) - i (0) - us (a(p), 0)

pEsupport(7) 0€O M pm=p 6'€O

>SS wel0)atm|0) s (a(u).0)

pEsupport(7) 0€EO M pm=p

S w00 - q(m | 0) - us (a(pm), 0) = Us(M, q).

meM 0€©

Us(T)

(2) Assume that 7 is a Bayesian plausible distribution of posteriors with the expected utility u?.

(3) Them we have

i= Y 0] ) w0

pEsupport(T) 0c©
(4) Since © is finite, Carathéodory’s theorem? implies that there exists a Bayesian plausible 7* with finite support

such that
= Y T*m)[Zu(e)-us(a(u),w].

pEsupport(T*) 0€co

(5) Define M so that support(7*) = {ttm tmen andlet g(m | 0) = 7*(um)“’§—w)

Ho(0) *
(6) Clearly, Us(M, q) = Us(7*).
O

28. The key implication is that to evaluate whether the sender benefits from persuasion and to determine the value of an
optimal information structure we need only ask how U, () varies over the space of Bayesian plausible distributions

of posteriors.

29. Simplified problem:
maximize Ug(7) = E, Us(p)

subjectto  E.p = po.

5 Optimal information structure

30. The focus on sender-preferred equilibria implies that U, (u) is upper semicontinuous which in turn ensures the

existence of an optimal information structure.

31. Let U, be the concave closure of the function Uy (1) : A(©) — R:

Us(ﬂ) = sup {'U | (Nafv) € CO(US)} ’

where co(Uy) denotes the convex hull of the graph of Us.

2In convex geometry Carathéodory’s theorem states that if a point & of R? lies in the convex hull of a set P, there is a subset P’ of P consisting
of d + 1 or fewer points such that z lies in the convex hull of P’.

10



32. Clearly, U,: A(©) — R is a concave function by construction. (check by yourself)
Actually, it is the smallest concave function that is everywhere weakly greater than U.

The following figure shows an example of the construction of Uy. In the figure, the state space is binary, and we

identify a distribution 4 with the probability of one of the states.

A

Figure 2

33. Proposition: The expected utility of an optimal information structure is U, (1), and revealing information struc-

ture is better than non-revealing if and only if Uy (110) > Us (o).

Proof. (1) Forany (¢, v) € co(Us), there exists a distribution of posteriors 7 such that
(W',v) =E; (Ma Us (M)) .

(2) Thus, co(Us) is the set of (u/,v) such that if the prior is ', there exists an information structure with the

expected utility v.

(3) Hence, given the prior 19, Us(110) is the largest expected utility the sender can achieve with any information

structure.

O

34. The following figure shows the function U, (1), the concave closure U, and the optimal information structure for

Example 10. In the figure, p denotes the probability that the state is guilty.

U, U, Us
1 777777 I 1 7777—5 I 1 777777 / I
| US(N) | (Q\} | US(:“) | )/ | US(,“) |
| | Us(po) | £ O OEU(w | s |
. o . o AN o
o Ho 0.5 1 O Mo 0.5 1 O Mo 0.5 1
Figure 3

(a) Since there are two states guilty and innocent, each posterior belief can be represented by a number p1 €

[0, 1], which denotes the probability being guilty.

11



(b) The optimal action of receiver is
{com;ict7 if u > %,

acquit, if p < %

(c) Thus, the prosecutor’s expected utility Us is a step function:

U {1, it > % (the judge will choose acquit),
s\H) =

0, ifp < 1 (thejudge will choose convict).
(d) The concave closure U, is

A 2u, ifp > 3,
Us(p) = i

(e) Tt is clear U, (110) > Us(po) and the expected utility of the optimal information structure is U, (10). The

. . . 1
prosecutor can benefit from persuasion if and only if 1o < 3.

(f) By simple calculation, the optimal information structure induces the distribution of posteriors 7*:

. 2
~=3
o ®T g =0.3, HE— distribution of posteriors, FH kLl & kL, & & HEAE T % 1 N

po EMHART, AR ERFEN uy BEE 7(u1)) Fope BEE 7(uo)), RIFWRFHEE

T poo Hetn, FRREM iy = 0.2 WHER L, ERBEN po = 0.4 WAEE L5 FEibtm, ERFEN

i = 0.1 BB 1, I oy — 0.4 BOBEE 2,

 MBBAZE, i WHERA UGn) £F, pe WHERA U(ue) W EE, FTUMZHNA
U(7) = 7(p1)U (1) + 7(p2)U () 2 %o

o WEWT, EFp =1, EHHERA U() =1, HFEUT) = 7(0)U (1) + 7(p2)U(na) ¥
AT 0.

s BRMEZRAU(T) mANBERE ( WHAE 1y =0 IETET “FT#HE" fpu =1 F
NTEST “#E D HTELRAERL, FRFEMN u =0 HAWHEE 2, FREM po = 4
B R 3,

o A LEARE iy — L7 WA AT RERART 2 B L 25, i Bk, ETEBER, 7(u2)
N GERT “H#%E" WEEAEMERAD), Ulr) s,

o« AT 2mATITE iy =07 g B, ETFTEREM, 7(ue) BA GIET “#%F " WLLH
BMERK), U(r) ¥k,

 WIRWEE, REAGKAKRN, ZLa 0w EE AEETEERAZT L, ENHYE, ¥
FRIE “HE T WERENBFERENT “MHE", ETREDRE “ FEE " WERFINH 0
CARE T MEARE,

o WEERIA— MBS @ “HARE, TEH-EF2RY” IAMRIE, WAMEHHR
T—RTH, IHELITHRENTGE—REAFTEERLATIHEZENA Y, FrAMT
WREZGTUAGETEZENRIE. K5, TEZERTURNR “F#E” FEINTEE, K
Wk A g T BN R,

3
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35.

36.

37.

38.

(g) Let M = {i, g} such that yi; = o and 1y = 1. Then

N pg(guilty)  31/2
q(g | guilty) = 7" (pg )Mo (uilty) ~ 503 =
(
(

innocent) 31/2 3

)2

= Hgltnnocent)
q(g | innocent) =7 (pg po(innocent)  50.7 7

Prob( #% | &3 ) x Prob( i ) _ Prob( #% | &I ) x 0.3

0.5 = Prob( K | #F )= prob( % ) 0.6

E b Prob( % | R ) =

Prob( 4% | KJ& ) x Prob( & & ) _ Prob( 4% | K& ) x 0.7

0.5 =Prob( kW& | ##% )= prob( % ) 0.6

Bl Prob( #% | K& ) = 2,

If g > 0.5, then revealing information structure cannot be better than non-revealing.

Corollary: If Us(p) is concave, the sender does not benefit from persuasion for any prior. If Us(u) is convex and

not concave, the sender benefits from persuasion for every prior.
Proof. The sender benefits from persuasion is and only if there exists a 7 such that E; [Us ()] > Us(E-[p]). O

We say “there is information the sender would like to share” if there is a posterior that is better for the sender than

the prior, that is, there exists x4 such that

= Z /‘(9) : us(&(:u)7 9) > Z :u'(e) . us(d(:u’O)ﬂ 9)

0€® 0cO

In other words, there is a i such that, if the sender had private information that led him to believe p, he would

prefer to share this information with the receiver rather than have the receiver act based on .

We say the reserver’s preference is discrete at belief 1 if the receiver’s expected utility from her preferred action (1)
is bounded away from her expected utility from any other action, i.e., if there is an ¢ > 0 such that for any a # a(u),
E, u,(a(p),0) > E u(a,b) + e

Proposition: If there is no information the sender would share, the sender does not benefit from persuasion. If
there is information the sender would share and the receiver’s preference is discrete at the prior, the sender benefits

from persuasion.

Proof. (1) If there is no information the sender would share, then for any information structure which induces a
distribution of posteriors T,
E Us(p) < E;E, us (a(po),0) = Us (MO) .

Bayesian plausibility

Informally, any realization of message m leads the receiver to take an action a (., ) the sender weakly dislikes

relative to the default action a(uo). Hence, a completely noninformative information structure is optimal.

(2) Since the receiver’s preference is discrete at the prior (i, there exists an € > 0 such that for any a # a(uo),

29 10(0) - ur(alpo), 0) > 329 po(0) - ur(a, 0) + €.
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39.

40.

(3) Since u,(a, ) is continuous in 6, >, 1(0) - u,(a, §) is continuous in .

(4) Thus, thereisa 0 > 0 such that for any p1 € Bs(uo) and for any a # a(uo), Y o p1(0) - ur(a(po),0) >
5 1(0) - (0, 6).

(5) Hence, a(u) = a(po) forany o € Bs(io)-

(6) Since there is information the sender would share, there exists ju5, such that >, 5, (6) - us(a(pn),0) >
> n(0) - us(apo), 0).

(7) Consider a ray from g, through pg. Since pg is not on the boundary of A(0), there exists a belief 11, on that
ray such that iy € Bs(po) and o = yue + (1 — ) pp, for some v € (0, 1).

(8) Consider the Bayesian plausible distribution of posteriors 7 = v + (1 — ) pp.

(9) We have

E,E,us(a(u),0) = vUs(pe) + (1 — v)Us ()
> 72/@(9) ~ug(a(uo), ) + (1 —7) Zﬂh(e) “us(apo), 0) = Us(po)-
0

0

Therefore, the sender benefits from persuasion.

Lemma: If A is finite, the receiver’s preference is discrete at the prior generically.
Proof. Omitted. O

Application: Lobbying.

Consider a setting where a lobbying group commissions a study with the goal of influencing a benevolent, but
nonetheless rational, politician. The politician (Receiver) chooses a unidimensional policy @ € [0, 1]. The state
6 € [0,1] is the socially optimal policy. The lobbyist (Sender) is employed by the interest group whose preferred
action is ag = af + (1 — a)fp with a € [0,1] and 6y > 1. Politician’s payoff —(a — 6)? and lobbyists payoff
—(a —ag)?.

Since politician’s payoff is —(a — 0)2, a(u) =

, a(u) = E,[0). Given this d, we have

Us(p) = —(1 — @)?63 +2(1 — a)*oE, [0] — a®E,[6%] + (2 — 1)(E,[4])*.

1, strictly convex when o > 1, and strictly concave when a < 1.

Us is linear in yt when o =
Therefore we have full disclosure if o > % and no disclosure if o < % There is thus a natural sense in which some
alignment of preferences is necessary for information to be communicated in equilibrium even when Sender has

the ability to commit.
Note that the lobbyist either commissions a fully revealing study or no study at all.

The optimal information structure is independent of . This is important because 6 also captures a form of dis-
agreement between the lobbyist and the politician. We might have expected communication to be difficult when
0o is much greater than one. Unlike o, however, 6y does not affect the way the lobbyist’s payoff varies across real-
izations of a message. The loss the lobbyist suffers from high values of 6 is thus a sunk cost and does not affect the

decision of how best to persuade.
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Task

« Reading:

« Understanding:
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